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Abstract
This paper presents a numerical investigation on using the Jacobian-free Newton–Krylov (JFNK) method to solve the two-phase flow four-equation drift flux model with realistic constitutive correlations (‘closure models’). The drift flux model is based on Isshi and his collaborators’ work. Additional constitutive correlations for vertical channel flow, such as two-phase flow pressure drop, flow regime map, wall boiling and interfacial heat transfer models, were taken from the RELAP5-3D Code Manual and included to complete the model. The staggered grid finite volume method and fully implicit backward Euler method was used for the spatial discretization and time integration schemes, respectively. The Jacobian-free Newton–Krylov method shows no difficulty in solving the two-phase flow drift flux model with a discrete flow regime map. In addition to the Jacobian-free approach, the preconditioning matrix is obtained by using the default finite differencing method provided in the PETSc package, and consequently the labor-intensive implementation of complex analytical Jacobian matrix is avoided. Extensive and successful numerical verification and validation have been performed to prove the correct implementation of the models and methods. Code-to-code comparison with RELAP5-3D has further demonstrated the successful implementation of the drift flux model.

1. Introduction

Accurate modeling and simulation of the two-phase flow phenomena are critical to the safety analysis of nuclear power reactors. Two-phase flow problems can generally be formulated using drift flux models or two-fluid models. Several existing reactor safety system analysis codes, such as RELAP5 (U.S. Nuclear Regulatory Commission, 2001) and TRACE (U.S. Nuclear Regulatory Commission, 2010), have achieved great successes by employing the two-fluid six-equation two-phase flow model that treats the two phases separately with the interfacial interactions considered by constitutive correlations (‘closure models’). The drift flux models (Zuber and Findlay, 1965; Ishii, 1977; Ishii and Hibiki, 2011), on the other hand, treat the two phases as a mixture, and the models are formulated to consider the conservation laws of the mixture. The relative motion between the two phases is treated by constitutive correlations. Although the drift flux models have limitations in certain applications, they are widely used in many applications due to their simplicity and applicability to a wide range of two-phase flow problems. For example, the RETRAN-3D (Electric Power Research Institute, 1998) code uses the drift flux models and has many applications in reactor transient analyses including a small break loss-of-coolant accident. The TASS/SMR system analysis code is developed based on a three-equation drift flux model (with an additional mass equation for the non-condensable gas) for the system-integrated modular advanced reactor, SMART (Chung et al., 2012; Chung et al., 2013). Drift flux models have also been widely used in the subchannel analysis of boiling water reactor (BWR) fuel bundles Khan and Yi, 1985; Hashemi-Tilehnoee and Rahgoshay, 2013a,b, BWR core simulators (Galloway, 2010), and two-phase flow instabilities analyses (Nayak, 2007; Wang et al., 2011).

Comparing to the more complex two-fluid six-equation model, the drift flux models are relatively easier to solve and implement into a computer code. However, due to the nonlinear closure models, iterative methods are normally used in solving such equation systems to achieve convergence (Galloway, 2010; Talebi et al., 2012). The Jacobian-free Newton–Krylov (JFNK) method has gained many successes in solving nonlinear systems in different disciplines (Knoll and Keyes, 2004). Mousseau has done several pioneering works (Mousseau, 2004, 2005) to use such a method.
to solve the two-fluid problems implicitly. In our previous works (Zou et al., 2015a,b), we have successfully demonstrated the applications of the JFNK method in several simplified two-fluid problems using a high-resolution spatial discretization scheme on the staggered grid. It should be pointed out that by far only simplified and continuous closure models have been used in applying the JFNK method to solve two-phase flow problems with the two fluid equations (Mousseau, 2004; Zou et al., 2015a,b). Recently, the JFNK method has been used in newly developed reactor system analysis code (Idaho National Laboratory, 2012, 2014) and its application in multi-physics simulations of nuclear reactors (Gaston et al., 2015). However, in these works, only single-phase flow model or simplified two-phase flow model was used. A few are no published works showing JFNK applications with realistic closure models such as those used in the RELAP5 code with the full spectrum of flow regimes. The discontinuities in solution space, due to the discrete flow regimes, could potentially prevent the Newton’s method from converging. Additionally, an effective pre-conditioning scheme is required to help the Krylov method converge efficiently. The same challenges are also present when applying the JFNK method to solve the drift flux models. Based on the above discussions, we believe that it is still lack of full understanding of the JFNK method in the applications of solving realistic two-fluid flow problems. Resolving the potential issues aforementioned are critical to prove the practicability of the JFNK method applied to solving the realistic two-phase flow problems.

In this work, our objective is to investigate application of the JFNK method to solve the four-equation drift flux model with realistic and discrete closure models. Identifying and resolving numerical issues are also the purpose of this work. Section 2 provides model descriptions for the drift flux model along with the kinematic closure correlations developed by Ishii and Hibiki (2011), as well as additional constitutive correlations required to fully close the system. Section 3 presents the numerical methods to solve the drift flux model. Section 4 presents the numerical verification and validation of the code using experimental data, as well as code comparison to the RELAP5-3D (RELAP5-3D, 2012a). Section 5 presents discussions and conclusions.

### 2. Physical model descriptions

#### 2.1. One-dimensional four-equation drift flux model

The one-dimensional four-equation drift flux model used in this work is directly adapted from the models developed by Ishii and his coworkers (Ishii, 1977; Ishii and Hibiki, 2011; Hibiki and Ishii, 2003, 2005). The original set of equations for the one-dimensional drift flux model includes two continuity equations (mixture and the dispersed phase), one mixture momentum equation and one mixture energy equation. In this work, the original set of equations has been simplified and is given as Eqs. (1–4):

\[
\frac{\partial \rho_m}{\partial t} + \frac{\partial (\rho_m v_m)}{\partial x} = 0
\]

\[
\frac{\partial (\rho_m v_m)}{\partial t} + \frac{\partial (\rho_m v_m v)}{\partial x} + \frac{\partial (\rho_m e_m)}{\partial x} = \frac{\partial (\rho_m \mathbf{a}_m)}{\partial x} \cdot \mathbf{V}_{f_i} = \Gamma_g
\]

\[
\frac{\partial (\rho_m v_m)}{\partial t} + \frac{\partial (\rho_m v_m v_m)}{\partial x} - \frac{1}{\rho_m} \frac{\partial \rho_m}{\partial x} \frac{\partial \mathbf{V}_{f_i}}{\partial \mathbf{x}} = \frac{1}{\rho_m} \frac{\partial}{\partial x} \left[ \frac{\rho_m \mathbf{a}_m}{1 - \mathbf{V}_{f_i}^2} \right]
\]

\[
\frac{\partial (\rho_m e_m)}{\partial t} + \frac{\partial (\rho_m h_m v_m)}{\partial x} + \frac{\partial (\rho_m e_m)}{\partial x} = \frac{\partial (\rho_m \mathbf{a}_m)}{\partial x} \cdot \mathbf{V}_{f_i} = \frac{\partial \mathbf{V}_{g}}{\partial x} = \frac{\partial q_{aw}}{\partial x} + q_m \left( \frac{\mathbf{V}_{f_i}^2}{\rho_m} - \mathbf{V}_{f_i} \right)
\]

in which the subscripts m, g, and f denote the mixture, gas phase, and liquid phase, respectively. \( \mathbf{V}_{f_i} \) is the mean drift velocity of the gas phase. Comparing to the original equations in Hibiki and Ishii’s 2003 journal article (Hibiki and Ishii, 2003) and Ishii’s 2011 book (Ishii and Hibiki, 2011), there are several noticeable changes that need explanations: (1) the mixture momentum equation has been rewritten in the primitive form, which was done in a similar way to obtain the primitive momentum equation for the single-phase Euler equations; (2) in the mixture energy equation,
the two transient terms of enthalpy and pressure were combined to obtain the transient term of the internal energy; (3) the stress tensor and covariance terms were ignored; and (4) the drift terms in the gas phase mass equation and the mixture energy equation have been moved to the left-hand side of the equations, which will be numerically treated as advection terms in the numerical implementations (discussed later).

The primary variables to be solved from this set of equations are \( p, \gamma, \nu_m, \) and \( T \), which are pressure, void fraction (volume fraction of the gas phase), mixture velocity, and temperature, respectively. It is noted that the phasic temperatures, \( T_g \) and \( T_f \), have not been properly defined yet. There are two possible choices for defining the phasic temperatures. For one choice, it is assumed that the phasic temperatures are the same, such that, \( T_g = T_f = T \). For the other choice, the vapor phase is always at the saturation condition, such that \( T_g = T_{sat}(p) \) and the liquid phase temperature can deviate from the saturation temperature (e.g., subcooled liquid) and \( T_f = T \). More discussion can be found in Section 2 of Ref. (Hirt et al., 1979).

According to that report, there is only little difference between these two choices. However, for flow boiling problems, it is obvious that the later choice is more appropriate. For example, under subcooled flow boiling conditions, it is incorrect to assume that the vapor temperature is the same as the (subcooled) liquid temperature.

Hibiki and Ishii’s works (Ishii and Hibiki, 2011; Hibiki and Ishii, 2003) provide a framework for the drift flux model, along with kinematic closure models for different flow regimes. However, other key constitutive models are absent. These include the criteria for the transition of the flow regimes, two-phase pressure drop coefficients, wall boiling model, and interfacial heat transfer coefficients, etc. To obtain a complete set of equations for numerical implementation into a computer code, the water/steam properties and additional constitutive correlations are needed. These are summarized in the following subsections.

2.2. Water/steam properties

The water/steam properties (such as phasic density and phasic specific internal energy) are provided as functions of mixture pressure and phase temperature. For example, the liquid phase density is obtained as:

\[
\rho_l = \rho_{gm}(p, T_g)
\]

(5)

The water/steam properties used in this work is calculated by fast and accurate bilinear interpolations of the water/steam properties provided by the International Association for the Properties of Water and Steam (IAPWS) (The International Association for the Properties of Water and Steam). Water/steam properties are prepared in tables from the highly accurate yet expensive IAPWS function calls. When water/steam properties are needed, they are interpolated from the pre-prepared tables. Implementation details are documented in Zou et al.’s 2014 report (Zou et al., 2014).

2.3. Drift flux model constitutive correlations and flow regimes

In this work, only the vertical flow regimes are considered. Implementation of the vertical flow regime map is based on that used in the RELAP5-3D code (RELAP5-3D, 2012a; RELAP5-3D, 2012b) (see Section 3.2 of Ref. (RELAP5-3D, 2012b) for more details). It is noted that, in RELAP5-3D, the slug flow regime and churn flow regime are combined as a single flow regime called slug flow. To maintain consistency with RELAP5-3D, the same strategy is adopted in this work. Consequently, the vertical flow regimes considered include single-phase liquid flow, bubbly flow, slug flow, transition region between slug and annular mist flow, and annular mist flow. The derivations of \( \nabla \) and corresponding closure correlations for the two-phase flow regimes are summarized below.

As suggested by Hibiki and Ishii (Hibiki and Ishii, 2003), the \( \nabla \) term used in Eqs. (2–4) have to be expressed as a function of other known variables and constitutive correlations. For bubbly and slug flow regimes, this can be done by combining Eqs. (9) and (15) in Hibiki and Ishii’s 2003 journal article (Hibiki and Ishii, 2003) to obtain the following useful correlation:

\[
\nabla = \frac{\rho_m \nu_m + \rho_m(C_0 - 1) \nu_m}{\rho_m - (C_0 - 1) \nu_m \rho_g (\gamma_f p_f / \rho_f)}
\]

(6)

in which, \( \nu_m \) and \( C_0 \) are the weighted mean drift velocity of the gas phase and the distribution parameter, respectively. A complete set of constitutive correlations for the weighted mean drift velocity of the gas phase (\( \nu_m \)) and distribution parameter (\( C_0 \)) are provided in Hibiki and Ishii (2003) work for all flow regimes. Eq. (6) has also been obtained in Talebi et al. (2012) work.

For bubbly and slug flow regimes, the weighted mean drift velocity \( \nu_m \) is the following:

Bubbly flow:

\[
\nu_m = \sqrt{2 \left( \frac{\Delta \rho g \sigma}{\rho_f^2} \right)} \left( \frac{1 - \gamma}{\rho_f} \right)^{1/4}
\]

(7)

Slug flow:

\[
\nu_m = 0.35 \left( \frac{\Delta \rho g \sigma}{\rho_f} \right)^{1/2}
\]

(8)

The simplified version of the distribution parameter \( C_0 \) for round tube is used for both the bubbly and slug flow regimes:

\[
C_0 = 1.20 - 0.2 \sqrt{\frac{\rho_f}{\rho_g}}
\]

(9)

For the annular mist two-phase flow regime, the mean drift velocity of the gas phase, \( \nabla_g \), is given as a function of the two-phase volumetric flux, \( \gamma \),

\[
\nabla_g \approx \frac{(1 - \gamma)(1 - E_d)}{\rho_f / \rho_g + 4 \sqrt{\rho_f / \rho_g}} \left( \gamma + \frac{\Delta \rho g D(1 - \gamma)(1 - E_d)}{0.015 \rho_f} \right)
\]

(10)

Where \( \gamma \) is an unknown as well. In this case, the value of \( \nabla_g \) can be obtained by combining Eqs. (10) and (15) in Hibiki and Ishii’s 2003 journal article (Hibiki and Ishii, 2003) to cancel \( \gamma \):

\[
\nabla_g = \frac{C_1 \nu_m + C_2 C_0}{1 - C_1 \frac{\gamma \rho_f / \rho_g - E_d}{\rho_m}}
\]

(11)

where, the two constants \( C_1 \) and \( C_2 \) are terms in the Eq. (64) of Hibiki and Ishii’s 2003 journal article (Hibiki and Ishii, 2003), defined as:

\[
C_1 = \frac{(1 - \gamma)(1 - E_d)}{\rho_f / \rho_g + 4 \sqrt{\rho_f / \rho_g}}
\]

(12)

\[
C_2 = \sqrt{\frac{\Delta \rho g D(1 - \gamma)(1 - E_d)}{0.015 \rho_f}}
\]

(13)

It is noted that, in the annular mist flow regime, the entrainment rate of liquid droplet in the vapor core region is needed. The model to predict the entrainment rate is based on the model proposed by Wallis (U.S. Nuclear Regulatory Commission, 2010).

More details and discussions can be found in Section 1.2.1 of Chapter 14 in Ishii and Hibiki’s 2011 book (Ishii and Hibiki,
For the value of \( \overline{V_g} \) at the slug-annular mist transition region, linear interpolation based on void fraction is used.

### 2.4. Frictional pressure drop

Constitutive correlations for the pressure drop due to friction are needed for both the single- and two-phase flows. The correlations used in this work are mainly based on those used in RELAP5-3D (RELAP5-3D, 2012a). The single-phase flow frictional factor is calculated in three flow regimes, laminar flow, turbulent flow, and a transition region between these two. The two-phase flow frictional pressure drop is based on a two-phase multiplier approach:

\[
\frac{dp}{dx}_{\text{two-phase}} = \phi_f \frac{dp}{dx}_f + \phi_g \frac{dp}{dx}_g
\]

In the context of the drift flux model, the wall friction term in the momentum equation becomes:

\[
\frac{f_m}{2D} V_m |V_m| = \frac{1}{\rho_m} \left( \frac{dp}{dx} \right)_{\text{two-phase}}
\]

in which, \( \phi_f \) and \( \phi_g \) are the liquid-alone and vapor/gas-alone two-phase Darcy-Weisbach friction multipliers, respectively. More details of the implementations of frictional pressure drop can be found in Section 3.3.8 of Ref. (RELAP5-3D, 2012a).

### 2.5. Vapor generation rate

Additional constitutive correlations are needed to determine the vapor generation rate, \( \Gamma_g \) term, in the gas phase continuity Eq. (2). In RELAP5-3D RELAP5-3D, 2012a, this term is modeled in two regions: the near wall region and bulk region. A similar concept is used here,

\[
\Gamma_g = \Gamma_w + \Gamma_{ig}
\]

in which, \( \Gamma_w \) and \( \Gamma_{ig} \) are the volumetric vapor generation rate in the near wall region and bulk region, respectively. The near wall region volumetric vapor generation rate is determined by the method proposed by Lahey, combining with the Saha-Zuber correlation to determine the necessary conditions for net void generation (see Section 4.7.1.1 of Ref. (RELAP5-3D, 2012b):

\[
\Gamma_w = \begin{cases} 
0 & h_f < h_{cr} \\
\frac{\rho_w \dot{m}_w h_{cr} - h_{sat}}{\rho_w - \rho_f} & h_{cr} \leq h_f \leq h_{sat} \\
\frac{\rho_w \dot{m}_w h_f - h_{cr} h_{sat}}{\rho_w - \rho_f} & h_f > h_{sat}
\end{cases}
\]

in which, \( \dot{m}_w \) is the pumping term, defined as:

\[
\dot{m}_w = \frac{\rho_w [h_f - h_{sat}] - \min(h_f, h_{sat})]}{\rho_f \rho_{ig}}
\]

The vapor generation rate in the bulk region is determined by the heat transfer between the two phases and interface, which is assumed to be at the saturation condition. In the drift flux model, the gas phase is assumed to be always at the saturation condition in the boiling region, and thus the volumetric vapor generation in the bulk region is reduced to:

\[
\Gamma_{ig} = \frac{h_f (T_f - T_{sat})}{h_{ig}}
\]

in which, \( H_{ig} \) is the volumetric interfacial heat transfer coefficient for the liquid phase. This parameter is also flow regime dependent, and the RELAP5-3D constitutive correlations are used (see Section 4.1 of Ref. (RELAP5-3D, 2012b).

### 3. Numerical and solution methods

Numerical and solution methods include: (1) the finite volume discretization scheme based on the staggered grid mesh arrangement; (2) first-order fully implicit backward Euler time integration scheme; and (3) JFNK method to solve the nonlinear equation system.

#### 3.1. Finite volume method using staggered grid mesh

In this work, the finite volume method based on the staggered grid mesh has been used for the spatial discretization of the equation system. For the staggered grid mesh arrangement, scalar variables (such as pressure, void fraction, and temperature) are arranged at the cell centers, while vector variables (such as mixture velocity) are arranged at the cell edges, which are schematically shown in Fig. 1.

With pressure, void fraction, and temperatures being defined at the cell centers, phasic thermodynamic quantities are also defined at the cell centers and calculated from the water/steam properties functions. For example, the liquid density at the \( f^i \) volume is calculated as:

\[
\rho_{f,i} = \rho_f(p_i, T_f,i)
\]

Similarly, the mixture thermodynamic properties are also defined at the cell centers and calculated from their definitions, for example:

\[
\rho_{m,i} = \rho_{g,i} + (1 - \chi_i) \rho_{f,i}
\]

It is worth noting that the weighted mean drift velocity of the gas phase \( \langle V_g \rangle \) and the distribution parameter \( (\overline{C_0}) \) are generally correlated with local phasic thermodynamic properties and void fraction, etc., and therefore both have been defined at the cell centers:

\[
\langle V_g \rangle = \overline{V_g}(\chi_i, \rho_{g,i}, \rho_{g,i}, \ldots)
\]

\[
\overline{C_0} = C_0(\chi_i, \rho_{f,i}, \rho_{g,i}, \ldots)
\]

Consequently, the mean drift velocity of the gas phase, \( \overline{V_g} \), is also defined at the cell centers. When the value of a variable is required at the cell centers (or cell edges), but the variable is not defined there, an arithmetic average is used, for example,

\[
\rho_{m,i,1/2} = \frac{1}{2} (\rho_{m,i+1} + \rho_{m,i-1})
\]

\[
\nu_{m,i} = \frac{1}{2} (\nu_{m,i-1/2} + \nu_{m,i+1/2})
\]

In this work, all advection terms (including those due to drift) in the equations are treated similarly using the classic donor cell concept. It is a first-order but very stable spatial discretization scheme. Using the gas phase mass equation as an example, the mixture advection term on the left-hand side of the equation is discretized as:

\[
\frac{\partial (\overline{V_m} \rho_g)}{\partial x} \bigg|_i = \frac{1}{\Delta x} \left[ (\overline{V_m} \rho_g)_{i-1/2} - (\overline{V_m} \rho_g)_{i+1/2} \right]
\]

and

\[
(\overline{V_m} \rho_g)_{i-1/2} = \overline{V_{m,i-1/2}} \begin{cases} \chi_i \rho_{g,i} & \text{if } \nu_{m,i-1/2} > 0 \\ \chi_{i+1} \rho_{g,i+1} & \text{otherwise} \end{cases}
\]

The drift term is also numerically treated as an advection term, and thus:
3.3. Time integration schemes

In this work, a fully implicit backward Euler time integration scheme is used. Using the mixture phase continuity equation as an example, the semi-discretized form is expressed as:

$$\frac{\rho_{m,n+1} - \rho_{m,n}}{\Delta t} + \frac{\partial (\rho_{m,n} v_{m,n+1})}{\partial x} = 0$$

(34)

in which, $\Delta t$ is the time step size, and superscripts $n$ and $n+1$ denote the old time step and current time step, respectively.

3.4. Jacobian-free Newton–Krylov method

The resulted discretized nonlinear equation from the implicit backward Euler time integration scheme requires an iterative method to solve. In this work, the JFNK method is used, which has proved its capability in many disciplines (Knoll and Keyes, 2004) and has been used in our previous works in solving two-phase flow problems (Zou et al., 2015a,b). This subsection briefly discusses the JFNK method to solve nonlinear system. For a discretized nonlinear system, such as the discretized drift flux model equations, one solves:

$$F(U) = 0$$

(35)

for the unknown vector, $U = [p, z, v_m, T]^T$. The solution to the nonlinear system is obtained by iteratively solving a series of Newton's linear correction equations:

$$J^k \delta U^k = -F(U^k)$$

(36)

where, $J^k$ is the Jacobian matrix, $U^k$ is the $k$th nonlinear step solution; and $\delta U^k$ is the correction vector. In the JFNK frame, the linear system, Eq. (36), could be effectively solved with a Krylov's method. In the Krylov’s method, only a matrix–vector product is required and can be approximated as:

$$J^k \delta U^k \approx (F(U^k + \varepsilon) - F(U^k)) / \varepsilon$$

(37)

in which, $\varepsilon$ is the Krylov vector. After the correction vector, $\delta U^k$, is solved from the linear system, the $(k+1)^{th}$ nonlinear step solution could be updated as:

$$U^{k+1} = U^k + \delta U^k$$

(38)

One of the advantages of using the JFNK method is that the explicit formation of the Jacobian matrix could be avoided. The derivation and code implementations of the analytical Jacobian matrix could be a cumbersome and error-prone task for two-phase flow problems, since many thermal–hydraulics correlations have quite complicated forms. In our implementation of the JFNK method, the scientific computational toolkit PETSc (Balay et al., 2013) is used to solve the discretized nonlinear fluid equations. It is important to point out that, the JFNK method generally needs a good preconditioning scheme to be effective and efficient. There are different ways to precondition the JFNK method, which were reviewed in Knoll and Keyes’ 2004 journal article (Knoll and Keyes, 2004). In our work, the preconditioning matrix is obtained by using the default finite differencing method provided in the PETSc package, which showed a satisfactory performance. Convergence difficulties are sometimes observed in the simulations when a discontinuous solution space (jumping from one flow regime to another one) first appears, which could normally be resolved by reducing the time step size temporarily for several time steps.
4. Results and discussions

This section presents the numerical verification on the numerical method in Section 4.1, extensive code validation by comparing the numerical results with the experimental data in Section 4.2, and additional code-to-code comparison with the RELAP5-3D code in Section 4.3.

4.1. Numerical verification

Numerical verification is an essential part of the modern verification and validation (V&V) process. In general, numerical verification can be performed by the investigation on the convergence rates of the time integration and spatial discretization schemes. Rigorous numerical verification is a very good process to verify the correctness of code implementation. Ideally, convergence rates are obtained by comparing the numerical results with known analytical solutions. However, for the drift flux model and those very complicated constitutive correlations used in this work, it is difficult to find such analytical solutions. In such situations, numerical results obtained from fine meshes and small time steps are normally used as the reference solutions.

This subsection focuses on the numerical verification of the spatial discretization scheme, which is a first-order upwind scheme as described in the previous sections. For a simulation case (Case 6, described in Section 4.2), steady-state solutions were obtained using 320 finite volume cells, which serve as the reference solutions for convergence study. Additional simulations, using finite volume cells from 5 to 80, were then obtained. Following the recommendation given in LeVeque’s 2004 book (LeVeque, 2004), the L-1 numerical error norm is used, which is defined as:

$$\|E_1\| = \Delta x \sum_{i=1}^{N} |\bar{u}_i - u_{ref}(x_i)|$$

The convergence rates of the mesh refinement results are summarized in Table 1, for two main parameters in two-phase flow simulations, equilibrium quality ($x_e$) and void fraction ($\alpha$). For both parameters, convergence rates of approximately 1 were obtained, which are expected for the first-order spatial scheme.

### 4.2. Code validation and error analysis

The code validation work is performed comparing the numerical results to the experimental data. The Bartolomei experimental data (Bartolomei et al., 1982; Bartolomei and Chanturiya, 1967) of subcooled flow boiling in vertical pipes have been chosen for the purpose of validation. These experiments covered a wide range of conditions: (1) pressure from 1.5 to 15 MPa, (2) mass flux from 405 to 2123 kg/(m²s), (3) wall heat flux from 0.38 to 2.21 MW/m².

### Table 1

Spatial convergence rate of the Case 6 problem.

<table>
<thead>
<tr>
<th>$N_{cell}$</th>
<th>$\Delta X$ ($N_{cell}$)</th>
<th>L-1 norm ($x_e$)</th>
<th>Rate</th>
<th>L-1 norm ($\alpha$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>80</td>
<td>0.01875</td>
<td>5.4228E-03</td>
<td>-1.92</td>
<td>6.873E-03</td>
</tr>
<tr>
<td>40</td>
<td>0.0375</td>
<td>1.6207E-02</td>
<td>1.22</td>
<td>4.0486E-03</td>
</tr>
<tr>
<td>20</td>
<td>0.0755</td>
<td>2.7365E-02</td>
<td>1.11</td>
<td>9.4966E-03</td>
</tr>
<tr>
<td>10</td>
<td>0.15</td>
<td>5.6538E-02</td>
<td>1.05</td>
<td>1.9661E-02</td>
</tr>
<tr>
<td>5</td>
<td>0.3</td>
<td>1.1394E-01</td>
<td>1.01</td>
<td>4.0188E-02</td>
</tr>
</tbody>
</table>

### Table 2

Simulation cases based on experimental conditions (Bartolomei et al., 1982; Bartolomei and Chanturiya, 1967).

<table>
<thead>
<tr>
<th>Case</th>
<th>$P$ (MPa)</th>
<th>Mass flux (kg/m²-s)</th>
<th>Wall heat flux (MW/m²)</th>
<th>$T_{sat}$ (K)</th>
<th>$\Delta T_{wall, max}$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6.89</td>
<td>985</td>
<td>1.13</td>
<td>464</td>
<td>94.04</td>
</tr>
<tr>
<td>2</td>
<td>6.78</td>
<td>101</td>
<td>1.13</td>
<td>465</td>
<td>91.96</td>
</tr>
<tr>
<td>3</td>
<td>6.81</td>
<td>986</td>
<td>1.16</td>
<td>465</td>
<td>92.55</td>
</tr>
<tr>
<td>4</td>
<td>6.79</td>
<td>985</td>
<td>1.15</td>
<td>466</td>
<td>91.55</td>
</tr>
<tr>
<td>5</td>
<td>6.81</td>
<td>990</td>
<td>0.44</td>
<td>521</td>
<td>36.25</td>
</tr>
<tr>
<td>6</td>
<td>6.89</td>
<td>951</td>
<td>0.78</td>
<td>493</td>
<td>65.04</td>
</tr>
<tr>
<td>7</td>
<td>6.94</td>
<td>998</td>
<td>0.78</td>
<td>466</td>
<td>91.55</td>
</tr>
<tr>
<td>8</td>
<td>6.74</td>
<td>981</td>
<td>1.13</td>
<td>466</td>
<td>140.58</td>
</tr>
<tr>
<td>9</td>
<td>7.01</td>
<td>960</td>
<td>1.98</td>
<td>434</td>
<td>125.24</td>
</tr>
<tr>
<td>10</td>
<td>14.79</td>
<td>187</td>
<td>0.77</td>
<td>603</td>
<td>11.26</td>
</tr>
<tr>
<td>11</td>
<td>14.74</td>
<td>184</td>
<td>0.77</td>
<td>598</td>
<td>16.00</td>
</tr>
<tr>
<td>12</td>
<td>14.75</td>
<td>213</td>
<td>1.13</td>
<td>583</td>
<td>31.06</td>
</tr>
<tr>
<td>13</td>
<td>14.72</td>
<td>204</td>
<td>1.72</td>
<td>545</td>
<td>68.79</td>
</tr>
<tr>
<td>14</td>
<td>14.99</td>
<td>201</td>
<td>2.21</td>
<td>563</td>
<td>52.37</td>
</tr>
<tr>
<td>15</td>
<td>6.89</td>
<td>405</td>
<td>0.79</td>
<td>421</td>
<td>137.01</td>
</tr>
<tr>
<td>16</td>
<td>6.89</td>
<td>1467</td>
<td>0.77</td>
<td>519</td>
<td>39.06</td>
</tr>
<tr>
<td>17</td>
<td>6.79</td>
<td>2024</td>
<td>0.78</td>
<td>520</td>
<td>37.10</td>
</tr>
<tr>
<td>18</td>
<td>11.02</td>
<td>503</td>
<td>0.99</td>
<td>494</td>
<td>97.43</td>
</tr>
<tr>
<td>19</td>
<td>10.81</td>
<td>966</td>
<td>1.13</td>
<td>502</td>
<td>88.01</td>
</tr>
<tr>
<td>20</td>
<td>10.81</td>
<td>1554</td>
<td>1.16</td>
<td>563</td>
<td>27.05</td>
</tr>
<tr>
<td>21</td>
<td>10.84</td>
<td>1999</td>
<td>1.13</td>
<td>563</td>
<td>27.26</td>
</tr>
<tr>
<td>22</td>
<td>3.01</td>
<td>990</td>
<td>0.98</td>
<td>445</td>
<td>62.49</td>
</tr>
<tr>
<td>23</td>
<td>4.41</td>
<td>994</td>
<td>0.9</td>
<td>463</td>
<td>66.55</td>
</tr>
<tr>
<td>24</td>
<td>14.68</td>
<td>1000</td>
<td>1.0</td>
<td>533</td>
<td>80.65</td>
</tr>
<tr>
<td>25</td>
<td>6.81</td>
<td>2037</td>
<td>1.13</td>
<td>504</td>
<td>53.30</td>
</tr>
<tr>
<td>26</td>
<td>1.5</td>
<td>900</td>
<td>0.38</td>
<td>448.47</td>
<td>23.47</td>
</tr>
<tr>
<td>27</td>
<td>3.0</td>
<td>900</td>
<td>0.38</td>
<td>481.55</td>
<td>25.75</td>
</tr>
<tr>
<td>28</td>
<td>4.5</td>
<td>900</td>
<td>0.38</td>
<td>506.14`</td>
<td>24.66</td>
</tr>
<tr>
<td>29</td>
<td>1.5</td>
<td>900</td>
<td>0.78</td>
<td>419.07`</td>
<td>52.89</td>
</tr>
<tr>
<td>30</td>
<td>3.0</td>
<td>900</td>
<td>0.78</td>
<td>452.98`</td>
<td>54.32</td>
</tr>
<tr>
<td>31</td>
<td>4.5</td>
<td>900</td>
<td>0.78</td>
<td>476.16`</td>
<td>54.64</td>
</tr>
</tbody>
</table>

* Based on the inlet quality data from Larsen and Tong, 1969.
** Case 1–25, vertical round pipe, pipe length = 1.5 m, pipe I.D. = 0.012 m Case 26–31, vertical round pipe, pipe length = 2.0 m, pipe I.D. = 0.024 m.
1 The inlet subcooling levels are calculated from the inlet pressure, which is not available in the references and were obtained from numerical results. These values are presented for purpose of references only, and they should not be used as ‘known’ experimental conditions.
(4) inlet subcooling level from 11 to 137 K, and (5) maximum outlet void fraction up to 0.6. A summary of all experimental conditions of the Bartolomei experimental data is presented in Table 2. It is noted that the Bartolomei experimental data (Bartolomei et al., 1982; Bartolomei and Chanturiya, 1967) only provide experimental measurements on void fraction distribution along the pipe length. All experimental data of void fraction were plotted against the local equilibrium quality. Measured void fraction data uncertainties were also discussed in Bartolomei and et al. (1982), in which it was stated that the maximum absolute errors of the void fraction measurements do not exceed ±0.04. For all the simulation cases, 20 finite volume cells are used. A typical time step of $10^{-1}$ s, and 40 time steps are used in transient simulations, at the end of which the steady-state solutions could be obtained. Steady-state results are obtained in the order of 1 s of computer (wall) time (with 2.5 GHz Intel Core i7 CPU).

In this work, experimental data of void fraction are used for code validation. Numerical results of void fraction are plotted against local equilibrium quality, and they are compared with experimental data. In order to quantitatively estimate the error between numerical results and experimental data, the mean absolute error (MAE) is used. The mean absolute error of the void fraction between the numerical results and experimental measurements is defined as,

$$\epsilon_a = \frac{1}{N} \sum_{i=0}^{N} |\varepsilon_{\text{num},i} - \varepsilon_{\text{exp},i}| \quad (40)$$

in which, subscripts ‘num’ and ‘exp’ denote for numerical results and experimental data, respectively. Interpolation of numerical results is used when necessary. $N$ is the total data number in the two-phase region. It is noted that the single-phase region data are excluded from the error analysis for two reasons. Firstly, only trivial errors of void fraction exist in this region. If these trivial errors were to be considered, the mean absolute error would be underestimated with bias. Secondly, many of the nonphysical measurement data, i.e., negative void fraction values should not be used for error analysis. Mean absolute errors for all cases are summarized in Table 3. Overall, a good agreement was found between numerical results and experimental data. For most of cases, the MAE is within or close to the maximum absolute measurement error, 0.04. The discrepancies of other cases will be discussed later in this subsection.

The comparisons are also visually presented in Fig. 2 through Fig. 10. Fig. 2 shows four cases with similar pressure, mass flux, wall heat flux, and subcooling. As explained in the original paper (Bartolomei et al., 1982), the scattering of the experimental data could be resulted from the measurement errors of operational parameters, as well as the inaccuracy of maintaining them. This could also be due to the stochastic nature of the two-phase flow phenomenon. As it can be seen in Fig. 2, the spreading of the experimental results for the four cases is much larger than the spreading of simulation results. Such a difference, scattering in data vs. non-scattering in simulation results, suggests the drawback of the commonly used deterministic thermal-hydraulics codes, which do not normally consider the uncertainties of the phenomenon. Detailed discussions on the remaining groups of data are provided as following. Fig. 3 shows cases with similar pressure (around 7 MPa) and mass flux but with increasing wall heat flux.

<table>
<thead>
<tr>
<th>Case</th>
<th>$\varepsilon_a$</th>
<th>Case</th>
<th>$\varepsilon_a$</th>
<th>Case</th>
<th>$\varepsilon_a$</th>
<th>Case</th>
<th>$\varepsilon_a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.020</td>
<td>2</td>
<td>0.069</td>
<td>3</td>
<td>0.048</td>
<td>4</td>
<td>0.040</td>
</tr>
<tr>
<td>5</td>
<td>0.011</td>
<td>6</td>
<td>0.050</td>
<td>7</td>
<td>0.045</td>
<td>8</td>
<td>0.030</td>
</tr>
<tr>
<td>11</td>
<td>0.015</td>
<td>12</td>
<td>0.023</td>
<td>13</td>
<td>0.022</td>
<td>14</td>
<td>0.032</td>
</tr>
<tr>
<td>17</td>
<td>0.032</td>
<td>18</td>
<td>0.062</td>
<td>19</td>
<td>0.056</td>
<td>20</td>
<td>0.056</td>
</tr>
<tr>
<td>25</td>
<td>0.032</td>
<td>26</td>
<td>0.053</td>
<td>27</td>
<td>0.030</td>
<td>28</td>
<td>0.020</td>
</tr>
<tr>
<td>29</td>
<td>0.093</td>
<td>30</td>
<td>0.042</td>
<td>31</td>
<td>0.041</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
and inlet subcooling. The model simulation correctly captured the effects of varying wall heat flux and subcooling. Fig. 4 shows cases with similar pressure (around 15 MPa) and mass flux but with increasing wall heat flux and inlet subcooling. Fig. 5 shows cases with similar pressure (around 7 MPa) but with different mass flux and inlet subcooling. Fig. 6 shows cases with similar pressure (around 11 MPa) but with different mass flux and inlet subcooling. Fig. 7 shows cases with similar mass flux (around 1000 kg/m²·s) but with different pressure. Fig. 8 shows cases with the same wall heat flux (1.13 MW/m²) and mass flux (around 2000 kg/m²·s) but with different pressure and inlet subcooling. Figs. 9 and 10 show two groups of low pressure (1.5–4.5 MPa) cases with the same mass flux (900 kg/m²·s). Cases in Fig. 9 have lower wall heat flux (0.38 MW/m²) and inlet subcooling than cases in Fig. 10 (0.78 MW/m²). It can be observed that the numerical results agree very well with the experimental data in general, with a few exceptions (Cases 15, 18, 24, 26, and 29 for example). The cases showing larger discrepancy between the experimental data and the

Fig. 4. Comparisons between numerical results and experimental measurements, Group 3.

Fig. 5. Comparisons between numerical results and experimental measurements, Group 4.

Fig. 6. Comparisons between numerical results and experimental measurements, Group 5.

Fig. 7. Comparisons between numerical results and experimental measurements, Group 6.
simulation results can be categorized into two groups. Cases 15, 18, and 24 have large subcooling and low mass flux. Cases 26 and 29 have very low pressure. For Cases 15, 18, and 24, although the model predicts that the inception of subcooled boiling is lagged compared to experimental data, the slope of the void fraction still agrees well with experimental data. This suggests that the model predictions could be further improved by using a better model to capture the onset of nucleate boiling (e.g., a modified Saha-Zuber model as used in Talebi’s work (Talebi et al., 2012). However, for Cases 26 and 29, the possible sources of discrepancies between model predictions and experimental results are not clear.

4.3. Comparison to RELAP5-3D

The RELAP5-3D (RELAP5-3D, 2012a) code has been developed as a best-estimate reactor system analysis code. It has gained worldwide success in supporting reactor safety analyses, as well as design and licensing of new reactors. It employs a two-fluid two-phase flow six-equation system, including one continuity, one momentum and one energy equation for each phase (liquid and gas). In terms of spatial discretization, the RELAP5-3D code uses the similar staggered grid upwind method as that used in this work. In terms of time integration scheme, the RELAP5-3D code employs a semi-implicit method. As discussed in Section 2, the drift flux model itself is not a complete system, and many constitutive correlations have been adapted from the existing system.

Fig. 8. Comparisons between numerical results and experimental measurements, Group 7.

Fig. 9. Comparisons between numerical results and experimental measurements, Group 8.

Fig. 10. Comparisons between numerical results and experimental measurements, Group 9.
analysis code (such as RELAP5-3D) to close the system. In this subsection, the numerical results from this work and from RELAP5-3D are compared for several cases, as shown in Figs. 11–14. It can be observed that the RELAP5-3D code gives slightly better results in the low void fraction region; however, it tends to over-predict at the larger void region. Nevertheless, the numerical results obtained in this work are fairly close to those obtained from the RELAP5-3D code. This is somewhat expected as several key constitutive correlations used in this work, such as the Saha-Zuber model and flow regime maps, are identical to those used in RELAP5-3D. The good agreements between this work and the RELAP5-3D results further validate the correct implementation of the physical models and numerical methods used in this work.

It is also worth pointing out that, in RELAP5-3D, for the purpose of numerical stability, a width of 0.05 in void fraction is used for the transition between the slug and annular mist flow regimes. In this work, this transition region was reduced to 0.01, and the JFNK method still showed very good numerical stability. As pointed out by Levy (Levy, 1999), p. 131, “to avoid sudden changes in flow regime that may be deleterious to numerical stability, transition regions covering a span $\Delta x$ of at least 0.1 are included in computer system codes and that required computational flexibility overshadows any accuracy that might be derived from more exact flow regime maps.” The excellent numerical stability demonstrated in this work, even with a much smaller transition region (0.01 compared to 0.05), shows that the JFNK method is a promising numerical method to reduce numerical errors related to the flow regime transitions. It is expected that similar treatment could be used to solve the two fluid six-equation two-phase flow equations, which will be investigated in our future work.

Additional numerical results comparisons between this work and the RELAP5-3D code are also provided in terms of phasic velocities and flow regimes, for two representative cases, Case 9 and 19. Figs. 15 and 17 show the flow regimes along the pipe length predicted in this work and from RELAP5-3D. In both cases, predicted flow regimes agree with each other pretty well with only one mismatch. For case 9, onset of nucleate boiling lag one cell predicted in this work compared to that predicted using RELAP5-3D. For case 19, flow regime in the last cell is predicted as transition between slug and annular mist flow, while annular mist flow is predicted in RELAP5-3D. Figs. 16 and 18 show the phasic velocities between numerical results obtained in this work and those from RELAP5-3D predictions. The overall trends are similar, however a major noticeable difference can be found in the region where boiling starts, between numerical results obtained using drift flux model and from RELAP5-3D. In this region, local vapor phase velocities
predicted using Ishii’s model (this work) are larger than local liquid phase velocities. On the contrary, RELAP5-3D code predicts that the local vapor phase velocities are smaller than the local liquid phase velocities. Such a difference is mainly due to the different drift flux models used in RELAP5-3D and in this work, i.e., Ishii’s model. In RELAP5-3D, EPRI drift flux model (RELAP5-3D, 2012a; Chexal and Lellouche, 1986) is used to estimate the interfacial drag in the vertical bubbly and slug flow regimes. EPRI drift flux model considers conditions when void concentrates near the wall as nucleate boiling takes place, and such that $C_0 < 1$ (see Discussion on page 2–2 of Chexal and Lellouche (1986)). Thus the vapor velocity is greatly affected by the liquid velocity near the wall region, which is much smaller than the liquid phase average velocity. This agrees well with Zuber’s original analysis (Zuber and Findlay, 1965), and the model gives reasonable prediction on vapor phase velocity (smaller than the liquid phase average velocity) in this region. However, for Ishii’s drift flux model used in this work, the value of $C_0$ is ~1.2, which is larger than 1. This seems to violate Zuber’s original concept. As a result, RELAP5-3D using EPRI drift flux model gives better results in almost all cases in this region. Another difference in the phase velocities profiles can be observed in regions where flow regime transits from one to another, which could be due to several

![Fig. 14. Comparisons between numerical results and RELAP5 results, Cases 19 and 21.](image1)

![Fig. 15. Flow regimes, comparisons between numerical results and RELAP5 results, Case 9.](image2)

![Fig. 16. Phasic velocities, comparisons between numerical results and RELAP5 results, Case 9.](image3)
5. Conclusions

We have successfully demonstrated the capability of applying the JFNK method to solve two-phase flow models with realistic closure models. The staggered grid finite volume method and fully implicit backward Euler method was used for the spatial discretization and time integration schemes, respectively. Numerical verification was performed in the form of convergence study on mesh refinement, from which the expected order of convergence was obtained. Extensive code validation was performed comparing the numerical results to subcooled flow boiling experimental data in vertical pipes. For most simulation cases, the numerical results agree well with experimental data. Code-to-code comparison was also performed to verify the code implementation. Numerical results were compared to those obtained using RELAP5-3D, and good agreement between them was obtained. Differences of the numerical results using drift flux model and RELAP5-3D were also identified and discussed.

The JFNK method is robust and efficient even without implementing the analytical Jacobian matrix, which is typically required for traditional Newton’s methods (Frepoli et al., 2003). The Jacobian-free feature yields significant savings in developing a fully implicit system analysis code. The work also demonstrates that flow regime transition is not a critical issue for convergence, although it was observed that time step size reduces for better convergence when flow regime transits. The required transition span for the new method can be much narrower than that required in traditional system codes. This can potentially result in improved simulation accuracy by using more exact flow regime maps.

This work only represents the first attempt to apply the JFNK method in realistic two-phase flow simulations. Additional work on downward flow regimes and horizontal flow regimes is needed to complete the capability of the four-equation drift flux model to cover a wide range of applications. Extending this method to the six-equation two-fluid model will be performed in the near future.
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